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The Map is not the Territory

[1/45]

Alfred Korzibsky
1879-1950

❑ Developed field of “general semantics”

❑ Thought deeply about connection between human 
knowledge and language, and the observed reality 
versus the observer in defining human knowledge

❑ Argued that no one can have direct access to reality 
– knowledge is  filtered through the brain's 
responses to reality

❑ Best known dictum: "The map is not the territory"
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The Map is not the Territory
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Alfred Korzibsky
1879-1950

?

Science and Sanity (1933)

Greek, pre-scientific (idealism)

Observer-centric; observed reality does not matter

Classical scientific (materialistic)
Observed reality-centric; observer does not matter

Modern scientific (pre-digital)
Human knowledge depends on both the observed reality and the observer

Modern digital (data-centric)
Human knowledge entirely derived from the data
Observed reality and the observer do not matter

Small - to medium-size data (shallow Machine Learning) ... - 2010

[no to small data]

2010 - … 

[big data → Largely Deep Learning]
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Start of Personal Journey

[2/45]

Societal & Health Problems → Outstanding Scientific 
Challenges → Fundamental AI Advances

Sir Alan Turing
1912-1954

“The purpose [..] is to discuss a possible mechanism by which [..] genes [..] may determine the anatomical structure of the 

resulting organism. The theory [..] suggests that [..] well-known physical laws are sufficient to account for many of the facts. ” 

Turing, AM. (1952) Chemical basis of morphogenesis. Phil Trans Royal Soc London. Series B, Biol Sciences 237(641):37-72. 

“It is the mark of an instructed mind to rest satisfied with the degree of precision which the nature of the subjects permits and

not seek an exactness where only an approximation of the truth is possible.”  Aristotle 319 BC

Build or Learn
Function-encoding Representation of Form

How does the form of matter determine function?
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Personal Journey

[3/45]

Lots of data – AI romance w/ tacit knowledge
2018-

Deep Learning, NLP, Deep generative models
-- sequence/structural biology, mental health, 
traffic forecasting, AI for Policy

No to very little data – explicit knowledge
2002-2016

Classic AI: stochastic search- optimization (geometry, 
kinematics, inverse kinematics, motion planning)

-- molecular structural biology

Some data –explicit and tacit knowledge
2010-

Hybrid Models (data-driven AI, knowledge-guided 
shallow ML, shallow ML + AI)
-- sequence/structural biology, social media user 
modeling, industrial monitoring, urban planning
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Chapter I – AI for Dynamics of Complex Systems
Explicit Knowledge at Full Force

[4/45]

On the Origin 
of Species

Charles Darwin

Discovery of DNA

Friedrich Miescher

Double helical 
structure of 
DNA
Watson & Crick

1859

1869

1953

1950s

Anfinsen

Protein Folding and the 
Thermodynamic 
Hypothesis, 1950-1962

Perutz & 
Kendrew

1957 (6Å) & 1959 (2Å)

structure of hemoglobin
Crystal

1957

1970s

Karplus, McCammon, Levitt, Warshel, Scheraga

MD simulation of 
protein structure 
and dynamics 

2004-2016

❑ C++ problems
❑ Hybridization of sub-

domains, domains, 
and disciplines
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Robot Motions and Protein Motions:
Leverage Analogies

articulated robot: 0/1 obstacles

A

B
protein: continuous energy surface

ROBOT MOTION PLANNING

[5/45]
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Prior to the Data Revolution
[It was the best of times. It was the worst of times]

Goal: Partial or full characterization of protein flexibility by combining fast molecular kinematics (inspired 
from robotics/geometry of articulated objects) with physics-based treatments (molecular mechanics)

Context: Rich but incomplete knowledge from computer science, biophysics, chemistry, statistical 
mechanics → ripe for ingenuity, model/algorithmic design and novelty

Modeling of equilibrium flexibility 

of specific, highly-mobile segments
Modeling of equilibrium flexibility of entire protein chain

[6/45]
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Tree-based and Roadmap-based Algorithms 
Inspired from Robot Motion Planning

Articulated linkagePolypeptide chain

Tree-based Roadmap-based

B
A

Build roadmap in state space
(non-local view of state space)

B
A

Grow tree in state space
(local view of state space)

[7/45]
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Adaptive Tree-based Search 
(that learns & remembers where it has been)

En
e
rg

y

Start

0
Short MMC trajectory
Conformation

Smart use of discretizations/structurization of 
search space and energy/cost surface to 
adaptively steer search tree towards constraint-
satisfying regions

Key idea:

Low-energy AND geometrically-diverse 
conformations
→ projection layers over energy 

surface and conformation space

In structure modeling:

[8/45]

Molloy and Shehu. Elucidating the Ensemble of Functionally-relevant 
Transitions in Protein Systems with a Robotics-inspired Method. 
BMC Structural Biology J 13(Suppl1):S8, 2013.
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Roadmap-based Algorithms for Hundred-
Dimensional (Biomolecular) State Spaces

B
A

B
A

B
A

B
A

B
A

Roadmap to obtain ensemble of 
K lowest-cost A → B paths

Pseudo-edge Realized edge 

❑ Markov State Models (MSMs) as discrete kinetics 
models that additionally permit calculation of 
summary statistics

❑ Expected nr. of edges from a vertex vi to 
any vj in A ti =1+ Pij ·0+ Pij ·t j

v jÏA

å
v jÎA

åH-Ras Transition Exp Nr. Of Edges

WT Off→ On 3.4 x 108

On → Off 3.9 x 1010

Q61L Off→ On 1.9 x 1012

On → Off 3.8 x 1014

Positive correlation between expected nr. of 
edges and physical transition time measured in 
wet laboratory

[9/45]

Molloy, Clausen, and Shehu. A Stochastic Roadmap Method to Model Protein 
Structural Transitions. Robotica 34(08):1705-1733, 2016 (featured on cover).
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> 16Å motion
potent virucidal protein     
against HIV-I and influenza

Calmodulin

Adenylate Kinase

> 13Å open-closed motions
accommodating different binding partners
regulating cascade of signals in living cell

Feasible (Robotics-inspired) 
Models of Dynamics via Adaptive Search

H-Ras

2.5Å on <- -> off switching
regulating cell growth

Cyanovirin-N

[10/45]
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Navigation on and Exploration of 
Complex (Configuration) Landscapes

H
ei

gh
t/

Fi
tn

es
s/

En
er

gy

Lifted Space == Landscape

Optimal A → B path(s)

Local view of landscape

State-to-state navigation

Find novel states

Global view of landscape

State space exploration 

X
X

X
X

[11/45]

(Protein) Structure(s) → Dynamics → Function

Optimization Problems → Configuration Landscapes → Stochastic Optimization Algorithm/Framework
Connections between robotics-inspired optimization and evolutionary algorithms
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What About State Space Exploration?

State-to-state Navigation
A → B

State-space Exploration
{A} → {A}Protein-bound

Ca-free

Protein-bound

Ca-bound

[12/45]
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Personal Journey
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Chapter II.a – AI Leveraging Small Data
Connecting Dynamics to (Dys)Function

PURE  PROTEINS

Experimentally-determined structures of WT and diseased 
variants are known points in the state space!

Leverage them to define and initialize variable space

❑ Small data: For many proteins, we have now accumulated (~20-100ish) structures 
“caught” at various conditions, with different binding partners, in naturally-
occurring and mutated variants (sequences)

❑ Knowledge guidance: Conformational selection/population shift principle: external 
and internal perturbations only affect population probabilities and not the 
configuration/state space

❑ Structures do not emerge, they are there

❑ Change in conditions makes some structures more likely than others

[14/45]
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Knowledge-guided and Data-driven AI:
EA Sampling of Protein Energy Landscape

Transform M-dim point Ci’ into 
aa structure Si’

Offspring Ci’Parent Ci VarySelect

Si’’

Improve

Improve/Map Si’ to a nearby local 
optimum Si’’

Ω Structures
P  Conformations

PC1

PC2

PC4

Ci’’

Ci
P

Ci’’ project(Si’’)

Select
P {P, Ci’’}

Map

Ω {Ω, Si’’}

[15/45]
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Mapping Energy Landscape of Calmodulin

First-ever view of CaM energy 
landscape

Start: Ca ions bound

Goal2: protein 
bound

Goal1: protein 
bound

❑ Lowest-cost path compared to lowest-cost tours going through specific 
apo-states as candidates for intermediates (PDB ids 2KOE, 1DMO)

❑ Paths reconcile findings: wet-lab findings that suggest transitions from 
Ca-bound to protein-bound states depend on the target-binding 
protein; in-silico work by Dobson and colleagues that suggests 
transitions follow a general, common functioning scenario

[16/40]

Maximova, Plaku, and Shehu. Structure-guided Protein Transition 
Modeling with a Probabilistic Roadmap Algorithm. IEEE/ACM Trans 
Comp Biol and Bioinf (TCBB)15:(6), 1783-1796, 2018.
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Sample-based Representation of 
Protein (and Peptide) Energy Landscape

Red – H-RAS on       Blue – H-RAS off
Light blue - 1Q21 (GDP bound) 
Shades of Brown – allosteric switch
Yellow – 1LF0 (A59G)
Green, Orange – 412P, 721P (G12R, Q61L)

First-ever view of H-Ras
energy landscape

[17/40]

Clausen, Ma, Nussinov, and Shehu. Mapping the Conformation Space of Wildtype and Mutant H-Ras with a 
Memetic, Cellular, and Multiscale Evolutionary Algorithm. PLoS Computational Biology 11(9): e1004470, 2015.
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Predicting Phenotypical Impact of Mutations

Spatial and energetic distances of 
basins/states of interest be extracted as 
landscape descriptors/features

Level-set based analysis allows identification of basins and saddles and 
reconstruction of landscape from hundreds of thousands of multi-dimensional 
(sampled) points corresponding to protein structures

Variations of each landscape-extracted 
descriptor (across variants) correlated to 
variations of biochemical parameters of 
various activities measured in wet laboratory

[18/40]

Qiao, Akhter, Fang, Maximova, Plaku, and Shehu. From Mutations to Mechanisms and Dysfunction 
via Computation and Mining of Protein Energy Landscapes. BMC Genomics 19 (Suppl7):671, 2018.
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Chapter II.b – AI Leveraging Small Data
Knowledge-guided AI + Shallow ML, Shallow ML + AI

[19/45]

Kamath, De Jong, and Shehu. Effective Automated Feature 
Construction and Selection for Classification of Biological 
Sequences. PLoS One, 9(7): e99982, 2014.

Kamath, Compton, Islamaj Dogan, De Jong, and Shehu. An 
Evolutionary Algorithm Approach for Feature Generation from 
Sequence Data and its Application to DNA Splice-Site Prediction. 
IEEE Trans Comp Biol and Bioinf 2012, 9(5):1387-1398.

Kamath, Shehu, and De Jong. A Two-Stage Evolutionary 
Approach for Effective Classification of Hypersensitive DNA 
Sequences. J Bioinf and Comp Biol 2011, 9(3): 399-413.

Kamath, De Jong, and Shehu. An Evolutionary-based Approach 
for Feature Generation: Eukaryotic Promoter Recognition. IEEE 
Congress on Evol Comput, New Orleans, 2011, 277-284.

Methicillin-resistant
Staphylococcus aureus, Carbapenem-resistant 
Enterobacteriaceae --multi-drug resistant bacteria

Veltri, Kamath, and Shehu. Improving Recognition of 
Antimicrobial Peptides and Target Selectivity through Machine 
Learning and Genetic Programming. IEEE/ACM Trans Comp Biol 
and Bioinf, 14(2): 300-313, 2017.

Veltri, Kamath, and Shehu. A Novel Method to Improve 
Recognition of Antimicrobial Peptides through Distal Sequence-
based Features. IEEE Intl Conf on Bioinf and Biomed, Belfast, 
UK, 2014, pg. 371-378 (Best Student Paper Award).

Kamranfar, Lattanzi, Shehu, and 
Stoffels. Pavement Distress 
Recognition via Wavelet-based 
Clustering of Smartphone 
Accelerometer Data. Journal of 
Computing in Civil Engineering, 2022.

Kamranfar, Lattanzi, and Shehu. 
Meta-Learning for Industrial System 
Monitoring via Multi-objective 
Optimization. Intl Conf on Data 
Science, Las Vegas, 2020.

Rajabi, Shehu, and Purohit.
User Behavioral Modeling for Fake 
Information Mitigation on Social 
Web. SBP-BRiMS,
Washington, D.C. 2019, 234-244.

Molloy, Van, Barbarà, and Shehu. Exploring 
Representations of Protein Structure for Automated 
Remote Homology Detection and Mapping of Protein 
Structure Space. BMC Bioinformatics 15 (Suppl 8):S4, 2014.
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Focus on Representation
Capture Function Constraints on Sequence

❑ Key insight: encode implicit constraints in 
linear representation

❑ Non-local/distal constraints imposed by 
function

❑ Capture them as features

Motif ‘TTGACA’ at some position i AND ‘TATAAT’ at some position jExample of a biological signature:

T A TT T G A C A

i j

A A T

❑ Rich signatures:
❑ Compositional
❑ Positional
❑ Correlational
❑ …

❑ Explicit, interpretable answer to how 
sequence encodes function:

[20/45]
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❑ Contribution #1

❑ Richer representation for local and non-local constraints

O
p

erato
rs

Term
in

als

Grammar Domain

Productions: AND, OR, NOT
Non-terminals: Rest of Operators

❑ Structured representation in predicate logic:

❑ Boolean combinations over basic building blocks

(Sequence) Form → Function:
Explicit, Interpretable Signatures

Problem: Exponential explosion of feature space!

❑ Contribution #2

❑ Genetic Programming for feature space 
exploration

❑ Surrogate fitness function instead of wrapper 
classification model

❑ Complete treatment in classification context

[21/45]
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(Sequence) Form → Function :
Explicit, Interpretable Signatures

Automated generation of complex yet interpretable 
features that satisfy local and non-local (implicit) 

constraints posed by function Open-source

[22/45]
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Superior Performance on Hard Problems:
Recognition of HSS Sites, Promoter Sites, and More

Interpretable features validated and 
advancing knowledge

Known signals in a typical pre-mRNA include the branch 
site, the pyrimidine-rich region, splice site consensus 
signals, and
exonic splicing enhancers

Acceptor splice site pyrimidine tract interval captured 
with positional features over motifs CTGA, CTTT, CTAA, 
and TTT

Many A/C-rich motifs, such as CACACA, GCCCAA, 
CATTCA, CCTACA, found and hypothesized in 
experiment

Feature and Kernel Evolution for 
Improved Classification via SVM

[23/45]

Kamath, De Jong, and Shehu. Effective Automated 
Feature Construction and Selection for Classification of 
Biological Sequences. PLoS One, 9(7): e99982, 2014.
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Shallow ML Pt I: Focus on Features
(Protein Structure) Form → Function

Remote (protein) homologs:
Low sequence identity but high 
structure → function similarity

❑ How to extract functional information 
from structure?

❑ Key insight: Add spatial information to 
building blocks

❑ Objective: reduced yet informative
representation of structure

❑ Analogies with text mining

❑ Topic-based representation via 
Latent Dirichlet Allocation (LDA)

❑ Reduction: 400→10 dimensions!

[24/45]
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❑ Topic signatures 
across superfamilies

❑ Other contributions:

❑ Detection of remote homologs

❑ Organization of protein 
structure space that preserves 
function co-localization 

❑ Prediction of 
superfamily membership

Superfamily Recognition with Support 
Vector Machines over Learned Topics

[25/45]

Molloy, Van, Barbarà, and Shehu. Exploring Representations 
of Protein Structure for Automated Remote Homology 
Detection and Mapping of Protein Structure Space. BMC 
Bioinformatics 15 (Suppl 8):S4, 2014.
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Predicting Pavement Distress from Passively-
collected Smartphone Data

[26/45]

Kamranfar, Lattanzi, Shehu, and Stoffels. Pavement Distress 
Recognition via Wavelet-based Clustering of Smartphone 
Accelerometer Data. J of Computing in Civil Engineering, 2022.

❑ Unsupervised learning over wavelet-based 
features to group data into clusters

❑ Internal multi-objective Pareto-based selection of 
unsupervised strategy

❑ Evaluation informed by present labels shows 
coarse distinctions can be made

❑ 2018 Honda Accord vehicle and 
iPhone XS smartphone to 
collect accelerometer Z data on 
road segments in NOVA

❑ Human labels: sparse and noisy Bridge joints, Cracking, Potholes, 
Patching, vs. Normal

Example of challenges: 
how to distinguish “normal” patch from utility patch?
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Personal Journey

Lots of data – AI romance w/ tacit knowledge
2018-

Deep Learning, NLP, Deep generative models
-- sequence/structural biology, mental health, 
traffic forecasting, AI for Policy

No to very little data – explicit knowledge
2002-2016

Classic AI: stochastic search- optimization (geometry, 
kinematics, inverse kinematics, motion planning)

-- molecular structural biology

Some data –explicit and tacit knowledge
2010-

Hybrid Models (data-driven AI, knowledge-guided 
shallow ML, shallow ML + AI)
-- sequence/structural biology, social media user 
modeling, industrial monitoring, urban planning

[27/45]
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Our First Foray into DL:
Sequence → Antimicrobial Activity

❑ Convolutional layers allow incorporating local effects from amino-
acid neighbors in the peptide chain

❑ Recurrent layer handles arbitrary-length peptides
❑ Outperforms all existing ML models (including our own 2017 work)

Methicillin-resistant
Staphylococcus aureus (MRSA), Carbapenem-
resistant Enterobacteriaceae, etc. Increasing 
numbers of multi-drug resistant bacteria

β-Defensin 1
H. sapiens
PDB: 1IJV

Magainin 2
X. laevis
PDB: 2MAG

LL-37
H. sapiens
PDB: 2K6O

Aurelin
A. aurita
PDB: 2LG4

[28/45]
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Sequence → Function via Deep Learning:
Sacrificed Interpretability

[29/45]



[IEEE Technical Talk -- IEEE Washington/Northern VA Computer Society Chapter] [30/45]

Let’s Play: See Ma, no Hands!

Du, Guo, Shehu, and Zhao. Disentangled Representation 
Learning for Interpretable Molecule Generation. Bioinformatics 
(under review)

Du, Guo, Shehu, and Zhao. Interpretable Molecular Graph 
Generation via Monotonic Constraints. SIAM Conf of Data 
Mining, Virtual, 2022.

Du, Wang, Alam, Lu, Guo, Zhao, and Shehu. Deep Latent-
Variable Models for Controllable Molecule Generation.
IEEE Intl Conf on Bioinf and Biomedicine, Virtual, 2021.

Generate Small Molecules with Desired Properties

Emotions and mental health from social media text
Vajre, Naylor, Kamath, and Shehu. PsychBERT: A Mental Health Language 
Model for Social Media Mental Health Behavioral Analysis. IEEE Intl Conf 
on Bioinf and Biomedicine, Virtual, 2021.

Rajabi, Uzuner, and Shehu. 
Detecting Scarce Emotions Via BERT 
and Hyperparameter Optimization. 
Intl Conf on Artificial Neural 
Networks,2021.

Rajabi, Uzuner, and Shehu. A Multi-
channel BiLSTM-CNN Model for 
Multilabel Emotion Classification of 
Informal Text. IEEE Intl Conf on 
Semantic Computing, 2020.

Forecast Traffic Speed
Lu, Kamranfar, Lattanzi, Shehu. Traffic Flow Forecasting 
with Maintenance Downtime via Multi-Channel Attention-
Based Spatio-Temporal Graph Convolutional Networks. 
IEEE Transactions on Intelligent Transportation Systems 
(under review).

Guo, Du, Tadepalli, Zhao, and Shehu. Generating Tertiary Protein Structures via 
Interpretable Graph Variational Autoencoders. Bioinformatics Advances 1(1): 
vbab036, 2021

Rahman, Du, Zhao, and Shehu. Generative Adversarial Learning of Protein 
Tertiary Structures. Molecules 26(5): 1209, 2021.

Rahman, Du, and Shehu. Graph Representation Learning for Protein 
Conformation Sampling. IEEE Intl Conf on Comput Adv in Bio and Medical 
Sciences (ICCABS) 2021, Virtual, 2021.

Alam and Shehu. Generating Physically-Realistic Tertiary Protein Structures with 
Deep Latent Variable Models Learning Over Experimentally-available 
Structures. IEEE Intl Conf on Bioinf and Biomedicine Workshops: Computational 
Structural Biology Workshop, Virtual, 2021, pg. 1-8.

Alam and Shehu. Variational Autoencoders for Protein Structure Prediction. 
ACM Conf of Bioinf and Comput Biol, Virtual, 2020, pg. 1-10.

Generate Protein Structures with Deep Models
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Disentangled Graph-based VAEs for Protein 
Structure Representation Learning

[31/45]
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Physically-realistic Structures, Outperforms 
GraphVAE, GraphRNN, Graphite, etc.

[32/45]
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Latent Factors Control Structural Changes

[33/45]

Guo, Du, Tadepalli, Zhao, and Shehu. Generating Tertiary Protein Structures via Interpretable 
Graph Variational Autoencoders. Bioinformatics Advances 1(1): vbab036, 2021
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Graph-based VAE Models for Generating Small 
(Drug-like) Molecules w/ Property Control

Each sub-figure depicts the generative model (decoder) and its model inference (encoder). The enforcement of independence is shown by dotted red arrows, 
whereas the invertible dependence between two variables is represented by double arrows. Data is denoted by X and Z. W are subsets of latent variables, and Y 
denotes the molecular properties (cLogP, cLogS, PSA, SA, Weight, and Drug-likeness).

Models generate valid, novel, and unique molecules. Validity
measures the fraction of generated molecules that are 
chemically valid. Novelty measures the fraction of generated 
molecules that are not in the training dataset. Uniqueness
measures the fraction of generated molecules after and 
before removing duplicates. 

Mutual Information values between each disentangled factor learned by a 
(QM9-trained) model and properties computed on molecules generated by 
the model show several models affording better property control.

The models leverage both graph representation learning to learn inherent 
constraints in the chemical space and inductive bias to connect the chemical 
and biological space. Promising step in controllable molecule generation in 
support of cheminformatics, drug discovery, etc.
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DL & NLP for Mental Health:
Transformer-based Classification Models

❑ Depression alone is estimated to affect more than 
300 million people worldwide, but approximately 
35% of adults let their depressive symptoms go 
untreated.

❑ Most Interactions happen on social media (Twitter, 
Reddit, Facebook, Instagram, SnapChat,..)

❑ Social Media communication can be an indicator 
of symptoms/signs of mental health

❑ Natural language processing and machine learning 
can be used for detection of these symptoms.

Key Idea: Fine-tune a pre-trained language model 
(BERT) to learn representations of words related to 
mental health, and then add classification layer
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DL & NLP for Mental Health:
Transformer-based Classification Models

Fine-tune pre-trained BERT over relevant 
social media text and PUBMED 
psychology and neuropsychiatry journals

❑ Stage 1: PsychBERT
language model & a 
binary classifier used 
to classify and split into 
mental health/non 
mental health

Contextual representations: (SOTA)

❑ BERT is a multi-layer bidirectional 
Transformer encoder

❑ BERT generates word representations 
by considering both positional and 
contextual information.

❑ Stage 2: Takes only 
mental health-classified 
data as input and uses 
PsychBERT and a multi-
class classifier to 
separate into 6 classes
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DL & NLP for Mental Health:
Transformer-based (Interpretable) Model

Mental vs. Non-Mental Health

Multi-class Classification 

Local explanations for PsychBERT on a true positive (top) and true 
negative (bottom) via feature attribution (integrated gradients in 
Captum library)
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Road segments: Using a sensor in each area 
to record the location of the current road 
conditions and vehicle speed

Traffic Speed Forecasting with Work Zones

Tyson’s Corner in Fairfax, Virginia

❑ 131 road segments, include interstate 

highway, Virginia state route, etc.

❑ 12 months timeframe (2019)

❑ 10 traffic attributes

❑ 478 construction work events

❑ 10677 rows of traffic speed and 

construction work information

[38/45]
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Traffic Speed Forecasting with Work Zones 
via Spatial and Temporal Attention

[39/45]
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Traffic Speed Forecasting with Work Zones 
via Spatial and Temporal Attention

[40/40]

Predicting Traffic Speed in the Presence of 
Construction (project between Mason Center 
of Transportation and VDOT)

Attention based spatio-temporal graph 
convolutional network performs well

Challenge: predictions further into the 
future become increasingly unreliable

15min+ :  Good
30min+:   Fair
60min+:   Bad
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The Map is not the Territory

Alfred Korzibsky
1879-1950

?

Science and Sanity (1933)

Greek, pre-scientific (idealism)

Observer-centric; observed reality does not matter

Classical scientific (materialistic)
Observed reality-centric; observer does not matter

Modern scientific (pre-digital)
Human knowledge depends on both the observed reality and the observer

Modern digital (data-centric)
Human knowledge entirely derived from the data
Observed reality and the observer do not matter

... - 2010

[no to small data]

2010 - … 

[big data → Largely Deep Learning]
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Search, Optimization, 
Planning

Machine Learning, 
Deep Learning

❑ We know how to do optimization

❑ We have done it for decades

❑ We understand loss/objective functions

❑ We understand multiple objectives

❑ We understand exploration versus 
exploitation deeply

❑ We know how to design optimization 
algorithms to high-dimensional, non-linear 
variable spaces

❑ DL literature current version of gold rush

❑ Ad-hoc approaches

❑ Confounding of terms

❑ Multi-objective for aggregated functions

❑ Heuristics abound

❑ Papers on +.5 improvements! (SOTA chasing)

❑ Need better connection between 
engineering exercise and foundational 
computing research

Problems

Solutions
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Wishes for Scientific Discovery, Innovation, 
and Education

❑ Increasingly, all our students want to do is deep learning to respond to the market
❑ Promotes group think and narrows scientific ingenuity and discovery
❑ Important to train students in interdisciplinary setting [AI/ML + X]

❑ Vast uncharted territory for AI/ML-based discoveries
❑ Algorithmic-mediated society
❑ Challenging problems → foundations of AI/ML

❑ Scientific AI & ML frameworks over brute-force engineering facilitated by big data
❑ Polanyi’s Paradox → Polanyi’s Revenge [Kambhampati. CACM (61):2, 2021]

[43/45]
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Wishes for Scientific Discovery, Innovation, 
and Education

❑ Increasingly, all our students want to do is deep learning to respond to the market
❑ Promotes group think and narrows scientific ingenuity and discovery
❑ Important to train students in interdisciplinary setting [AI/ML + X]

❑ Vast uncharted territory for AI/ML-based discoveries
❑ Algorithmic-mediated society
❑ Challenging problems → foundations of AI/ML

❑ Scientific AI & ML frameworks over brute-force engineering facilitated by big data
❑ Polanyi’s Paradox → Polanyi’s Revenge [Kambhampati. CACM (61):2, 2021]
❑ DL models do not generalize well and are unsustainable
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Wishes for Scientific Discovery, Innovation, 
and Education

[43/45]

By 2025, the error level in the best deep-
learning systems recognizing objects in 
the ImageNet data set should be reduced 
to just 5 percent. 

But the computing resources and energy 
required to train such a future system 
would be enormous, leading to the 
emission of as much carbon dioxide as 
New York City generates in one month 
SOURCE: N.C. THOMPSON, K. 
GREENEWALD, K. LEE, G.F. MANSO

NEIL C. THOMPSON KRISTJAN GREENEWALD KEEHEON LEE 
GABRIEL F. MANSO. IEEE Spectrum. 24 SEP 2021
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Students Behind Highlighted Work
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Uday Kamath
Now chief 
analytical officer at 
Digital Reasoning

Daniel Veltri
Now 
Bioinformatics 
Lead at NIH-NIAID

Kevin Molloy
Now Assistant 
Professor at 
James Madison 
University

Jenniffer Van (Radel)
Now Machine 
Learning Engineer at 
Rebellion Defense 
420 Council 

Manpriya Dua

Nasrin Akhter
Now Assistant 
Professor of Teaching 
at University of Buffalo

Lutful Kazi KabirFardina Alam

Brian Olson
Now Engineering 
Manager, Machine 
Learning at LinkedIn

Irina Hashmi
Now Assistant 
Professor of 
Teaching at George 
Mason University

Ahmed Bin Zaman
Now Assistant 
Professor of Teaching 
at George Mason 
University

Emmanuel Sapin
Now Research 
Associate at 
University of 
Colorado Boulder

Tatiana Maximova
Now Research 
Associate at Ben 
Gurion University

Zahra Rajabi
Now Machine 
Learning Engineer 
@ Adobe

Parastoo Kamranfar

Yuanjie Lu

Taseef
Rahman

Yuanqi Du
Undergraduate 
student heading 
to Cornell

Vedant Vajre
Senior at Stone 
Bridge High 
School
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